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Abstract—Principal Component Analysis (PCA) is widely
adopted in various data mining and machine learning applica-
tions, it computes a low dimension subspace that captures the
most variances of the underlying data. The area of distributed
computing provides a promising domain for PCA, where it has
been studied in many fields. In big data era, large volume and
high dimensional data are generated at all times. For instance,
mobile devices become the important producer and carrier for
personal information, which can provide a considerable social
utility. However, the current distributed PCA protocol cannot
provide the efficiency and scalability with respect to such large
amounts of data. Furthermore, the privacy issue arises when data
contains sensitive information. The data owner would not prefer
to sharing the data in cleartext, and the inference from PCA
should also be prevented. Motivated to resolve these challenges, in
this paper, we design and implement a highly efficient and largely
scalable privacy preserving distributed PCA protocol, in which
the (ε, δ)-Differential Privacy is guaranteed. In the experiments,
we evaluate the protocol in terms of efficiency and utility, and
shows that it maintains a high data utility while preserving the
privacy.

I. INTRODUCTION

Principal Component Analysis (PCA) [1] is a statistical
procedure which computes a low dimension subspace that
captures most variances of the underlying data, it generates
a new set of variables that are linear combination of the
original ones. It has a widely usage in various data mining
and machine learning applications, such as network intrusion
detection [2], recommendation system [3], text and image data
processing [4] [5]. The area of distributed computing brings a
promising domain for machine learning methods, and PCA
over distributed data has been studied in many fileds, like
distributed database [6], distributed sensor networks [7] [8]
[9], distributed social networks [10]. However, data explosion
never stops. In the big data era, large volume and high
dimensional data is generated at all times. For instance, mobile
devices become the important producer and carrier for personal
information, such as images, video, text messages and activity
recording, and such large amounts of “Mobile Databases”
can provide a considerable social utility. For example, in
Boston Marathon bombing [11], through face recognition, on-
site images could help authorities to quickly identify suspects.

In such cases, the distributed PCA protocol should be highly
efficient and largely scalable.

Furthermore, privacy concerns arise with personal data.
Individuals would not prefer to share the data in cleartext,
which exposes the content directly. The AOL search engine
log [12] and Netflix prize contest [13] privacy attacks point
out the severity of privacy leaking and make people hesitate
to share the data. Differential Privacy [14] [15] [16] [17] is
one of the most popular schemes for privacy protection in the
last decade, which prevents the inference about individuals
from participation of computation. It defines a mechanism
that the computation of the data is robust to any change
of any individual sample by introducing uncertainty into the
algorithm. To overcome the above issues, in this paper, we
design and implement a highly efficient and largely scalable
distributed PCA protocol, in which the protocol satisfies the
(ε, δ)-differential privacy.

To the best of our knowledge, the only privacy preserving
distributed PCA protocol is proposed by Imtiaz et al. [18]. The
author approximates the global PCA by aggregating the local
PCA from each data owner, in which the data owner holds
a horizontally partitioned data. However, their work suffers
from an excessive running time and a utility degradation
while the local principal components fail to provide a good
representation of the data. More specifically, their solution
requires all data owner be on line and transferring the local
PCA one by one. The serialized computation fashion makes
their protocol running time depends on the number of data
owners, which cannot provide the efficiency and scalability
in scenarios like emergency response. For the utility of the
principal components, the local principal components cannot
provide a good representation when the amount of data is
much less than its number of feature. For instance, the pref-
erence regarding a list of the music and movies, the personal
activity data, the medical records. Given such type of data, the
approximate PCA fails to maintain a good utility.

In the paper, we assume the data is horizontally partitioned,
in which all data share the same features. The magnitude
of data owners would be more than hundreds. We assume
an untrustworthy data user would like to learn the principal
components over the distributed data. A honest-but-curious
intermediary party, named proxy [19] [20], works between978-1-5386-5790-4/18/$31.00 c©2018 IEEE
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the data user and data owners. Data owners simultaneously
encrypt their own data share and send to the proxy. The proxy
runs a differentially private aggregation algorithm over the
encrypted data, then sends the output to the data user. Data user
computes the principal components from the output without
learning the content of the underlying data. In the experiments,
we study the running time of our protocol and compare with
previous work [18]. We also investigate the utility and privacy
trade-off in terms of the captured variance and the number of
principal components. The result confirms that our protocol
could maintain a high utility while preserving a strong privacy
at the same time.

The contributions of our work are listed below:
• We design,analyze and implement a highly efficient and

largely scalable privacy preserving distributed PCA pro-
tocol, which satisfies the (ε, δ)-differential privacy.

• We evaluate the proposed protocol over large dimensional
and high volume real datasets with respect to the utility
and privacy. In terms of SVM classification, the experi-
ment result shows that our protocol could maintain a high
utility while preserving privacy.

• We compare the proposed protocol to previous work
regarding the efficiency and utility, and it shows that our
protocol outperforms previous work on the running time,
which achieves higher utility as well.

The rest of paper is organized as follow. The related work
is presented in Section II. The preliminary background is in
Section III. We describe the protocol design is in Section IV.
The experiment and evaluation is in Section V. The conclusion
is in Section VI.

II. RELATED WORK

Differentially private PCA has been investigated in [21]
[22] [23] [24] [25]. Blum et al. [21] present a Sub-Linear
Query(SuLQ) input perturbation framework. The author de-
fines a private database access mechanism and proves that a
small amount of noise is needed, with an assumption that the
number of queries is sub-linear to the number of database
entries. To get the private principal components, the incidence
matrix associated with the data is firstly computed, then a
noise matrix is generated and added into the matrix, finally
the Singular Value Decomposition is applied on the noisy
matrix. Chaudhuri et al. [22] propose an iterative differential
privacy mechanism using the exponential method. Given a
square matrix A, a function is defined as H() = vTAv,
in which v is the first eigenvector of A, and H is served
as the score function in the exponential mechanism. The
author provides utility proof for the top k eigenvectors. Dwork
et al. proposed a differentially private mechanism [24] to
approximate the covariance matrix of the data by adding the
symmetric noise matrix sampled from Gaussian distribution,
which could be furthered used to approximate PCA, and it is
proved that the noise with standard deviation O(1) is sufficient
to satisfy a (ε, δ)-diffierential privacy when the l2 norm of
each row is bounded by one. Sheffet [25] proposed another
(ε, δ)-differentially private mechanism for the approximation

of covariance matrix, and it is proved to output a positive-
definite matrix. Hardt and Roth [23] propose a private power
iteration method to compute the eigenvector of data matrices.
It outputs the vector after a fixed number of iterations, since
the vector cannot converge with arbitrary accuracy due to the
Gaussian noise added in each round. The author only proves
a utility guarantee for the first eigenvector, and there is no
direct guarantee for the rest of them. All these work consider
the data has already been collected, which is different from our
scenario that the data are horizontally partitioned, where the
new scenario creates challenge for PCA computation without
disclosing the distributed data.

Pathak and Raj [26] propose a method to compute the
eigenvector over the horizontally partitioned data using se-
cure multi-party computation scheme. An arbitrator wants to
learn the eigenvector of the distributed data held by multiple
data owners. In their solution, each data owner computes
and encrypts a share of his own data, then sends to the
arbitrator, the arbitrator aggregates the encrypted data shares
and sends the result back to each data owner. Data owners
and arbitrator repeat the process till the vector converged. At
the end, the arbitrator learns nothing about the data except
the eigenvector. However, only one eigenvector is computed,
and the author does not address the computation for other
eigenvectors. In contrast, our protocol could compute a full set
of principal components. Qu et al. [27] propose a distributed
PCA protocol, they consider the scenario that the data are
horizontally partitioned and placed in multiple places, such
as data clusters. Each data cluster computes a local PCA
based on its own share, then transmits the local principal
components and descriptive statistics to the centralized cluster.
After collecting local statistics from all data clusters, the global
PCA is computed in the centralized data cluster. However,
this work does not preserve the data privacy, in contrast,
our proposed protocol could maintain the high utility while
preserves the privacy.

III. PRELIMINARY

A. Principal Component Analysis

Given a square matrix A, an eigenvector v of A is a non-
zero vector that does not change direction when A is applied
to it, such that:

Av = λv (1)

where λ is a real number scalar, referred as the eigenvalue.
Suppose A ∈ Rn×n, then it has at most n eigenvectors, each
eigenvector associates with a distinct eigenvalue.

Consider a data set with N samples x1,x2, ...,xN , where
each sample has M features (xi ∈ RM ). A center-adjusted
scatter matrix S ∈ RM×M is computed as below:

S =

N∑
i=1

(xi − µ)(xi − µ)
T

= UΛUT (2)

where µ is the mean vector, µ = 1
N

∑N
i=1 xi. By using

Eigenvalue Decomposition (EVD) on S, we have Λ and
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U , where Λ = diag(λ1, λ2, .., λM ) is a diagonal matrix of
eigenvalues, and it could be arranged to a non-increasing
order in absolute value, i.e., ||λ1|| ≥ ||λ2|| ≥ .. ≥ ||λM ||,
U = [u1u2...uM ] is an M ×M matrix where uj denotes
the jth eigenvector of S. In PCA, each eigenvector represents
a principal component.

B. Homomorphic Encryption

An important building block in our work is homomorphic
encryption. Homomorphic encryption allows computations to
be performed over the encrypted data, in which the decryption
of the generated result matches the result of operations per-
formed on the plaintext. In this paper, we choose the Paillier
cryptosystem to implement our protocol. Let the function
Epk[·] be the encryption scheme with public key pk, function
Dsk[·] be the decryption scheme with private key sk, the
additive homomorphic encryption is defined as:

a+ b = Dsk[Epk[a]⊗ Epk[b]] (3)

where ⊗ denotes the modulo multiplication operator in the
encrypted domain, a and b are the plaintext messages. The
multiplicative homomorphic encryption is defined as:

a · b = Dsk[Epk[a]b] (4)

Since the cryptosystem only accepts integers as input, real
numbers should be discretized. In this paper, we adopt the
following equation [28],

Discretizee,F (x) =
⌊ (2e − 1) · (x−minF )

maxF −minF

⌋
(5)

where e is the number of bits and minF ,maxF are the
minimal and maximal value of feature F . x is the real number
that to be discretized, and Discretizee,F (x) takes value in
[0, 2e − 1].

C. Differential Privacy

Differential privacy is one of the most popular privacy pro-
tection scheme. It defines a mechanism that the computation
of a dataset is robust to any change of any single sample of the
dataset. Given a data matrix A ∈ Rn×d, A,A′ ∈ A are called
neighbors if they differs on at most one row, where A,A′ have
a fixed size n. The formal definition of the (ε, δ)-differential
private mechanism over A is defined below:

Definition 1 (ε, δ)-differential privacy [24] [29] [30]: A
randomized mechanism F is (ε, δ)-differentially private if for
every two neighboring matrices A,A′ ∈ A and for all events
O ⊆ Range(F),.

Pr[F(A) ∈ O] ≤ eεPr[F(A′) ∈ O] + δ (6)

The smaller ε, δ are, the closer Pr[F(A) ∈ O] and
Pr[F(A′) ∈ O] are, and the stronger privacy protection gains.
When δ = 0, the mechanism F is ε-differentially private,
which is a stronger privacy guarantee than (ε, δ)-differential
privacy with δ > 0.

Given such a matrix A ∈ Rn×d, Dwork et al. [24] propose
the mechanism for the approximation of the covariance matrix

Principal Component
 Analysis

Data User

Data Owner 1

Data Owner 2

Data Owner L

X1

X2

XL

M

X

Fig. 1: Problem Description

by adding noise sampled from Gaussian distribution, which
satisfies a (ε, δ)-diffierential privacy.

Theorem 2 (Gaussian Mechanism) [24]. Let f : f(A) =
ATA, Let τ = ∆f

√
2ln(1.25/δ)/ε. The Gaussian mechanism

which adds independently drawn random noise distributed as
N (0, τ2) to each output of f(A) ensures (ε, δ)-differential
privacy.

where ATA is referred as the covariance matrix of A, and
||ATA||2 is defined as the spectral norm of ATA. ∆f =
max
A,A′
||f(A) − f(A′)||2 is the l2 sensitivity of f , which is

the maximum over all pairs A,A′ of neighboring datasets
of ||f(A) − f(A′)||2. Moreover, assuming each row of A
has a unit l2 norm, ∆f is at most one. And the utility of
the approximation of covariance matrix is claimed by the
following theorem.

Theorem 3 (Worst case utility guarantee) [24]. Let Vk be
the principal rank-k right singular subspace of A and let V̂k
be the principal rank-k subspace of the approximation of the
covariance matrix Ĉ, then with high probability,

||AV̂k||2F ≥ ||AVk||2F −O(k
√
dτ) (7)

For the proof of Theorem 2 and Theorem 3, we refer to [24].

IV. PROTOCOL DESIGN

A. Problem Description and Security Assumption

The problem is depicted in Fig. 1. Suppose there are L data
owners, each data owner l has a data set X l ∈ RN l×M , where
M is the number of dimensions, and N l is the number of sam-
ples held by l. The horizontal aggregation of Xi, i = 1, 2, .., l
generates a data matrix X ∈ RN×M , where N =

∑l
1N

l.
There is a data user that wants to perform PCA on X . To
protect the privacy of the original data, data owners would
not share the data with the data user in cleartext. Moreover,
any inference from the PCA should also be prevented. To
resolve these privacy issues, we proposed a differentially
private distributed PCA protocol, which allows the data user
to learn nothing except the principal components.

In the problem, data owners are assumed to be honest and
do not collude with each other. The data user is assumed to be
untrustworthy, who wants to learn more information other than
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the principal components. The proxy works as a honest-but-
curious intermediary party, who does not collude with either
the data user or data owners.

To learn the principal components of X , the scatter matrix
of X needs to be computed. In our protocol, each data owner l
computes a data share of X l. To prevent the proxy learning the
data, each data share is encrypted before sending to the proxy.
Once receiving the encrypted data share from each data owner,
the proxy runs the differentially private aggregation algorithm
and sends the aggregated result to the data user. Then the data
user constructs the scatter matrix from the result and computes
the principal components.

B. Distributed Scatter Matrix Computation

We explain a solid solution block — the distributed scatter
matrix computation [31] here. Suppose there are L data own-
ers, and each data owner l has a data set, X l, X l ∈ RN l×M ,
where M is the number of dimensions, and N l is the number
of samples held by l. Each data owner locally computes a data
share that contains:

Rl =

N l∑
i=1

xixi
T ,vl =

N l∑
i=1

xi (8)

xi = [xi1xi2...xiM ]T . The scatter matrix S could be computed
by summing the data share from each data owner:

S =

N∑
i=1

(xi − µ)(xi − µ)
T

=

N∑
i=1

xix
T
i −Nµµ

T

=

L∑
l=1

Rl − 1

N
vvT

= R− 1

N
vvT

(9)

where

µ =
1

N

N∑
i=1

xi, R =

L∑
l=1

Rl,v =

L∑
l=1

vl, N =

L∑
l=1

N l (10)

The distributed scatter matrix computation allows each data
owner to compute a partial result simultaneously. Comparing
with previous work [18], our method reduces the dependence
between data owners and allows them to send the data share
simultaneously.

C. Protocol Design

To prevent the proxy learning the data, the data share is
encrypted by data owners. Then the proxy aggregates the
received encrypted share from each data owner. To prevent
the inference from PCA, a noise matrix is added into the ag-
gregated result by the proxy, which makes the approximation
of the scatter matrix satisfying the (ε, δ)-differential privacy,
then the aggregated result is sent to the data user. The data

1. Generate public
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public key

2. Compute and encrypt
data share

data share

3. Aggregate encrypted
data shares and add noise

ag
greg

ate
d re

su
lt

4. Decrypt and
perform PCA

public
 ke

y Proxy

Data User Data Owners

Fig. 2: Protocol Design

user decrypts the result and constructs an approximation of
the scatter matrix, then proceeds to PCA. The whole protocol
is depicted in Fig. 2, and is described in detail as below:

1) The data user generates the public key pk and sk for
Paillier’s cryptosystem, and sends pk to the proxy and
data owners. The secure distribution of keys is well
studied and out the scope of this paper, which is not
discussed here.

2) Data owners compute the share Rl,vl, l = 1, 2, ..., L,
and sends Epk[Rl], Epk[vl], Epk[N l] to the proxy.

3) After receiving the encrypted data share from each
data owner, the proxy aggregates shares and applies
the symmetric matrix noise to satisfy the differential
privacy. The complete algorithm is given in Alg. 1, and
the procedure is explained lines by lines below:

a) Lines 2-4) Aggregates the data shares from each
data owner.

Epk[R] = ⊗Ll=1Epk[Rl] (11)

Epk[v] = ⊗Ll=1Epk[vl] (12)

Epk[N ] = ⊗Ll=1Epk[N l] (13)

b) Lines 5-7) Constructs the noisy Epk[v′]. To pre-
vent the data user learning information from v,
the proxy generates a noisy Epk[v′] by summing
a random vector Epk[b] with Epk[v], Epk[v′] =
Epk[v] ⊗ Epk[b]. It can be shown that the element
v′ij of v′v′T is:

v′ij = (vi + bi)(vj + bj)

= vivj + vibj + bivj + bibj
(14)

Both sides of equation are divided by N yields,

v′ij
N

=
vivj
N

+
vibj + bivj + bibj

N
(15)

thus we have

v′v′
T

N
=
vvT

N
+G (16)

Gij =
vibj + bivj + bibj

N
(17)
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Recall that in Paillier cryptosystem, the multiplica-
tive homomorphic property is defined as:

Epk[a · b] = Epk[a]b (18)

Then Epk[Gij ] is:

Epk[Gij ] = Epk[vi]
bj
N ⊗Epk[vj ]

bi
N ⊗Epk[

bibj
N

] (19)

It is easily to make the exponent be integer by
multiplying b with N . It should be noted that
during the encrytpion, the proxy has to learn N .
To achieve this, the proxy sends Epk[N ] to the data
user and the data user returns N in cleartext once
decryption.

c) Lines 8-10) Applies symmetric matrix to satisfy
the (ε, δ)-differential privacy. The proxy generates
G′, G′ ∈ RM×M , based on the differential privacy
parameter (ε, δ), and gets Epk[R′], Epk[v′], where,

Epk[R′] = Epk[R]⊗ Epk[G]⊗ Epk[G′] (20)

Epk[v′] = Epk[v]⊗ Epk[b] (21)

Then Epk[R′], Epk[v′] are sent to the data user.
4) After receiving the aggregated result from the proxy,
Epk[N ], Epk[R′], Epk[v′], the data user decrypts each and
computes the S′.

S′ = R′ − 1

N
v′v′

T (22)

With S′, the data user could proceeds to compute the
eigenvector and gets the principal components.

D. Security and Privacy Analysis

In our setting, the data user is assumed to be untrustworthy
and the proxy is assumed to be honest-but-curious. Further-
more, we assume that the proxy is not colluded with the data
user or data owners. To protect the data against the proxy,
Rl,vl and N l are encrypted by the data owner. During the
protocol execution, the proxy only learns N in plaintext and it
would not disclose the privacy of a single data owner. Without
colluding with the data user, the proxy cannot learn the value
of Rl, vl and N l. On the other side, to prevent the data user
gains information other than the principal components, the
proxy mixes the R,v with random noise.

For the data received from the proxy, the data user decrypts
Epk[N ], Epk[R′], Epk[v′] and then proceeds to construct the
approximation of the scatter matrix, S′ = S + G′, in which
G′ is the Gaussian symmetric matrix and carried by R′. The
(ε, δ)-differential privacy is closed for the post-processing
algorithm of S′, as the Theorem 1 claims. v′ is the mix of
the horizontal aggregation of all data records v and a random
vector b. Since proxy is not colluding with the data user, the
data user cannot learn the value of R and v. Therefore, the data
user learns nothing but the computed principal components.

As a flexible design, our protocol is capable of coop-
erating with different symmetric noise matrices to satisfy
(ε, δ)-differential privacy. To demonstrate the protocol, we

implement the Gaussian Mechanism as introduced in Section
III.C, the algorithm is shown in Alg. 2.

Algorithm 1 DPAggregate

1: Input: ({Epk[R1], Epk[R2], ..., Epk[RL]},
{Epk[v1], Epk[v2], ..., Epk[vL]},
{Epk[N1], Epk[N2], ..., Epk[NL]})

2: Epk[R] = ⊗Ll=1Epk[Rl]
3: Epk[v] = ⊗Ll=1Epk[vl]
4: Epk[N ] = ⊗Ll=1Epk[N l]
5: N ← Epk[N ]
6: Generate random vector b = [b1, b2, ..., bM ]
7: Generate matrix G ∈ RM×M , where Epk[gij ] =

Epk[vi]
bj
N ⊗ Epk[vj ]

bi
N ⊗ Epk[

bibj
N ], vi ∈ v, bj ∈ b, i, j =

1, 2, ...,M
8: G′ ← Gaussian Mechanism()
9: Epk[R′] = Epk[R]⊗ Epk[G]⊗ Epk[G′]

10: Epk[v′] = Epk[v]⊗ Epk[b]
11: return Epk[R′], Epk[v′]

Algorithm 2 Gaussian Mechanism [24]

1: Input: ε > 0, δ > 0
2: Set τ =

√
2ln(1.25/δ)/ε

3: Let E ∈ Rn×n be the symmetric matrix with the upper
triangle (including the diagonal) entry is i.i.d samples from
N ∼ (0, τ2), and set Eji = Eij ,∀i < j.

4: return E

Once the data user learns the private principal components
from the protocol, he could release the principal components
to public for further use [31], where the proxy is able to access
the components. In that case, to the best of our knowledge,
there are not enough information to recover the covariance
matrix from a full set of principal components only, which
implies that the proxy can’t recover the approximation of
covariance matrix with the released private principal compo-
nents. Moreover, the data user may release a subset (top K)
principal components, rather than the full set of components,
which is even harder for the proxy to recover the covariance
matrix. Without knowing the approximation of the covariance
matrix, the proxy could not infer the plain data by removing
the added noise.

V. EXPERIMENT AND EVALUATION

We evaluate the proposed Differentially Private Distributed
PCA (DPDPCA) protocol, regarding the efficiency, utility and
privacy. For the efficiency, we measure the protocol running
time of DPDPCA and the previous work [18], it shows that
DPDPCA outperforms the previous work. We also compare the
utility of both protocols when the principal components cannot
provide a good representation of the data. The experiment is
developed using Python 2.7.10 and with the python Paillier
homomorphic cryptosystem library published in Github [32].
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Fig. 3: Running time comparison between DPDPCA and PrivateLocalPCA, ε = 0.3

A. Dataset and Evaluation Methodology

There are 6 datasets selected for experiments, as shown in
Table. I. The Aloi dataset is a collection of color images of
small objects, the Facebook comment volume dataset contains
features extracted from Facebook posts and the Million Song
dataset consists of audio features. The cardinality of Aloi,
Facebook and Million Song are more than 100,000 and the
dimensionality of each is less than 100. The CNAE dataset
is a text dataset, which is extracted from business documents
and attributes are the term frequency. The GISETTE dataset
contains grayscale images of highly confusible digits ‘4’ and
‘9’ and is used in NIPS 2003 feature selection challenge. The
ISOLET is a dataset of spoken letters, which records the 26
English letters from 150 subjects, and it has a combination
of features like spectral coefficients and contour features. All
datasets excluding Aloi are from UCI machine learning reposi-
tory [33], where Aloi is from LibSVM datasets repository [34].
We evaluate the performance of DPDPCA in terms of SVM
classification over the CNAE, GISTTE and ISOLET dataset.
For the classification result, we measure the Precision, Recall,
F1 Score due to the reason that the datasets are unbalanced. All
experiments have been run 10 times, the mean and standard
deviation of the result are drawn in figures.

Precision =
TruePositive(TP)

TruePositive(TP) + FalsePositive(FP)
(23)

Recall =
TruePositive(TP)

TruePositive(TP) + FalseNegative(FN)
(24)

F1 Score = 2 · Precision · Recall
Precision + Recall

(25)

Feature Cardinality
Aloi 29 108000

Facebook 54 199030
Million Song 90 515345

CNAE 857 1080
ISOLET 617 7797

GISETTE 5000 13500

TABLE I: Experimental Datasets

B. DPDPCA vs. PrivateLocalPCA

As we mentioned in the Introduction, the previous
work [18] suffers from two main issues, the excessive
protocol running time and the utility degradation when
the local principal components fail to provide a good data
representation. In this section, we compare both protocols in
these two aspects. For simplicity, we refer our protocol as
“DPDPCA” and the work in [18] as “PrivateLocalPCA”.

1) Efficiency: We compare the running time of DPDPCA
and PrivateLocalPCA. The total running time of DPDPCA
includes the average local computation time of the data owner,
the time of private aggregation algorithm in the proxy and
the time of performing PCA in the data user as well as the
data transmission time among parties. For PrivateLocalPCA,
the running time starts from the first data owner, and ends
at the last data owner, including the local PCA computation
and transmission time. To make the communication consistent
and stable, we simulate the data transmission using the I/O
operations, rather than local network. We measure the protocol
running time regarding different number of data owners, and
all samples distributed evenly to each data owner. The exper-
iment ran on a desktop machine (i7-5820k, 64GB memory)
and the result is shown in Fig. 3, the horizontal axis specifies
the number of data owners, and the vertical axis specifies the
running time in seconds. It can be seen that PrivateLocalPCA
runs almost linearly upon the number of data owners, the
reason is that PrivateLocalPCA required that the local principal
components are transmitted through data owners one by one,
the next data owner has to wait for the result from the previous
one, thus it has a time complexity of O(n), where n is the
number of data owners. In contrast, DPDPCA costs much less
time than PrivateLocalPCA given the same number of data
owners, the reason is, firstly, the distributed scatter matrix
computation allows each data owner to compute the local
share simultaneously; secondly, the proxy could implement
the aggregation of the local shares in parallel, which runs log-
linearly upon the number of data owners. Overall, DPDPCA
has a better scalability than PrivateLocalPCA regarding the
number of data owners.
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Fig. 4: Principal components utility comparison between DPDPCA and PrivateLocalPCA, ε = 0.5.
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Fig. 5: Captured variance, δ = 1/N . (a) Aloi: δ = 9.26 × 10−6. (b) Facebook: δ = 5.02 × 10−6. (c) Million Song: δ =
1.94× 10−6.

2) Utility: In this subsection, we show the utility degrada-
tion of PrivateLocalPCA when the amount of data is much
less than the number of feature. As stated in the Introduction,
we consider the scenario that each data owner holds a dataset
that the cardinality may be much smaller than the number of
features, such as the images, the rating regarding music and
movies, the personal activity data. To simulate this scenario,
we distribute different size of samples to each data owner
in the experiment. For PrivateLocalPCA, the variance is not
fully preserved due to the reason that only the first few prin-
cipal components are used to represent the data. In contrast,
DPDPCA is not affected by the number of samples that each
data owner holds, the local descriptive statistics are aggregated
to build the scatter matrix, thus the total variance is not lost.
In the experiment, we measure the F1 Score of the trans-
formed data regarding different number of private principal
components, in which the number of principal components is
determined by the rank of the data held by each data owner.
With components from each protocol, both training data and
testing data are projected to a lower dimensional space. Then
we use the transformed training data to train a SVM classifier
with rbf kernel, and test the classifier with unseen data. To
provide a ground truth, the noiseless PCA is performed over
the training data as well. And the same symmetric matrix
noise mechanism [18] is applied to DPDPCA to make a fair

comparison. Fig. 4 shows the experiment result. The horizontal
axis specifies the number of samples held by each data owner,
and the vertical axis shows the F1 Score. In can be seen
that the F1 Score of DPDPCA is invariant to the number of
samples at each data owner, and the result is compatible to the
noiseless PCA, which implies a high utility is maintained. In
the mean while, the F1 Score of PrivateLocalPCA is heavily
affected by the number of samples at each data owner, and it
cannot maintain the utility with only few samples. Overall, for
the CNAE and GISETTE dataset, the F1 Score of DPDPCA
outperforms PrivateLocalPCA under all settings.

3) Captured Variance: We study the trade-off between the
utility and the privacy of DPDPCA by meansuring the captured
variance of the private principal components regarding the
Gaussian mechanism, where the standard deviation of the
additive noise is inversely proportionally to ε. The smaller ε is,
the more noise adds, and the more privacy gains. The result
is shown in Fig. 5, the horizontal axis specifies ε, and the
vertical axis shows the ratio of the captured variance. From
the figure, it can be seen that the captured variance by the
Gaussian mechanism almost maintained the same level for
the given ε range, moreover, the value of ratio implies that
the Gaussian mechanism captures a large proportion of the
variance.
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VI. CONCLUSION

In this paper, we present a highly efficient and largely
scalable (ε, δ)-differentially private distributed PCA protocol,
DPDPCA. We consider the scenario that the data are horizon-
tally partitioned, and there is an untrustworthy data user wants
to learn the principal components over the distributed data in
a short time, such as in disaster management and emergency
response. Comparing to previous work, DPDPCA offers a
higher efficiency and better utility. Additionally, it is also able
to incorporate with different symmetric matrix schemes to
achieve the (ε, δ)-differential privacy. In the experiment, we
evaluate DPDPCA over large dimensional and high volume
real datasets in terms of the efficiency, utility and privacy, the
results show that DPDPCA could maintain a high utility while
preserving the privacy.
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