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Fault-Tolerant Small Cells Locations Planning
in 4G/5G Heterogeneous Wireless Networks

Tamer Omar, Zakhia Abichar, Ahmed E. Kamal, J. Morris Chang, and Mohammad Abdullah Alnuem

Abstract—Fourth/Fifth Generation heterogeneous wireless net-
works (4G/5G HetNets) use or will use small cells (SCs) to extend
network coverage and increase spectrum efficiency. However, the
standard and technical specifications do not specify how to plan
the locations of the SCs within the network. Several papers intro-
duced strategies for planning the locations of SCs in the 4G HetNet
architecture. However, SCs placement strategies to support the
self-healing functionality of the 4G/5G self organizing networks
framework has not been studied in the literature. The placement
of SCs in 4G HetNets such that an SC failure will not interrupt
service, hence making the network fault tolerant, is an important
design and planning problem that is addressed in this paper. We
present an integer linear program formulation for planning op-
erators of managed SC locations with fault tolerance. We allow
one SC to fail and by using self-healing, a fault-tolerance service
is provided at designated fail-over levels (defined in terms of users
throughput). We consider the problem of SC location planning by
using offloading in both out-band and in-band modes, and an in-
terference model is presented to consider the in-band mode and
to address the effect of interference on SCs placement planning. A
novel approach to provide a linear interference model by using an
expanded state space to get rid of nonlinearity is introduced. We
present numerical results that show how our model can be used
to plan the positions of SCs. We also incorporate the existence of
obstacles in the planning, such as large structures or natural forma-
tions, that might happen in real life. To the best of our knowledge,
this is the first work that addresses the planning of SC locations in
4G/5G HetNets in a fault-tolerant manner.

Index Terms—Fault tolerance, 4G HetNets, network architec-
ture and design, self-healing, self organizing networks (SON), small
cells.

I. INTRODUCTION

A FTER the success and wide deployment of Wireless Lo-
cal Area Networks (WLAN) [1], the area of wireless net-

Manuscript received September 27, 2015; revised February 3, 2016, June 10,
2016, and September 8, 2016; accepted September 24, 2016. Date of publica-
tion October 5, 2016; date of current version June 16, 2017. This work was
supported in part by the National Plan for Science, Technology and Innovation
(MAARIFAH) and in part by King Abdulaziz City for Science and Technology,
Kingdom of Saudi Arabia under Award 11-INF1920-02. The review of this
paper was coordinated by Prof. C. Assi.

T. Omar is with the Department of Technology Systems, East Carolina Uni-
versity, Greenville, NC 27858 USA (e-mail: omart15@ecu.edu).

Z. Abichar is with the Department of Electrical and Computer Engineering,
University of Central Florida, FL 32816 USA (e-mail: zakhia17@ece.ucf.edu).

A. E. Kamal is with the Department of Electrical and Computer Engineering,
Iowa State University, Ames, IA 50011 USA (e-mail: kamal@iastate.edu).

J. M. Chang is with the Department of Electrical Engineering, University of
South Florida, Tampa, FL 33620 USA (e-mail: chang5@usf.edu).

M. A. Alnuem is with the Department of Information Systems, King Saud
University, Riyadh 11451, Saudi Arabia (e-mail: malnuem@ksu.edu.sa).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVT.2016.2615325

works has witnessed the standardization process for broadband
wireless access networks. The fourth generation (4G) broad-
band wireless network technologies (LTE and WiMAX) techni-
cal specifications provide last-mile connectivity, and they have
been touted to fill several needs: last-mile end user access, ini-
tial deployment of infrastructure in unwired areas, and providing
access to mobile users [2].

The main mobile service providers stations in a 4G HetNets
are the base station (BS)/eNodeB (eNB) and the end users sta-
tions are called mobile stations (MS)/user equipment (UE) in
WiMAX/LTE, respectively. In some areas, voice and data ser-
vices are provided to end users via wireless networks instead
of traditional wire-line infrastructure, which is time-consuming
and costly to deploy. Both standards address the utilization of
small cells (SCs) in 4G heterogeneous networks (HetNets). The
goal of using SCs is to support the connectivity between the
BS/eNB on one side and the MSs/UE on the other side. The SC
can extend the range of a BS. For example, there could be users
that are out of reach of the BS/eNB and cannot connect to the
network. With the placement of an SC between the user and the
BS/eNB, the user would be able to connect; hence, the range of
the BS/eNB is extended. The SC can also be used to enhance
the capacity of the BS/eNB. For example, even if all the users
are in range within the BS/eNB, placing one or more SCs in the
cell allows higher data rates and enhances the cell’s capacity
as a result. 4G HetNet technologies, however, does not specify
how the SCs should be placed in the network.

The model presented in this paper allows for more than two
hops communication. One of the advantages of this model is
that it accommodates other networks, such as the use of relays
in IEEE 802.16 m. There are also advantages in using more than
two hops in LTE networks; that is, operator controlled SCs (e.g.,
Pico Cells) can piggyback on other SCs, hence acting as both
SCs, and also relay stations, and therefore achieve some gains
in terms of coverage and rate enhancement. It is the goal of this
paper to devise a technique for planning the SC locations with
fault tolerance to avoid failures in a 4G/5G HetNets.

A. Motivation

In this paper, we consider the operators problem of placing
several managed SCs to support a BS/eNB to extend the cover-
age, improve the rate, and at the same time provide a resilient
operation for HetNets. In real life, users expect a reliable service
and many businesses rely on the Internet connection to be able
to function. If the network is planned with no fault tolerance,
a SC failure might result in disconnecting some users. There
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are different sources for SCs failures, and the different reasons
of failures in HetNets can be classified into three categories as
follows.

1) The first category is equipment malfunction, which may
occur due to hardware or power outage.

2) The second category is link outage due to the failure of the
SC back-haul that prevents the SC from relaying traffic to
the core network.

3) Outage may occur due to the limited capacity and cov-
erage capabilities of SCs that may become congested
by overwhelming traffic from end users or channel
impairments.

Due to its importance, the self-healing functionality has been
introduced as one of the main functionalities of the self orga-
nizing networks (SON) [3]. Using the SON framework, self-
healing procedures can be triggered to perform the proper rem-
edy when fault tolerance planning is implemented to restore the
service interrupted by any failure from the above three failure
categories.

In the model of this paper, we consider the self-healing func-
tionality in the case in which at most one SC might fail at a
certain time. It could be any SC among the used SCs. With
an adequate level of service, the SC should be repaired before
another SC fails. This assumption (allowing only one SC to
fail) also allows keeping the cost of the system reasonable. The
proposed model is flexible to accommodate the number of as-
sumed failing SCs, albeit with an increased capital expenditure
(CAPEX).

To provide fault tolerance, we define for each user a full
bit rate and a backup bit rate. When there is no failure among
the SCs, users receive service at the full bit rate. However, in
the case of a failure, we consider that offering service to af-
fected users at a reduced rate is better than no service at all.
Thus, in the case of an SC failure, the users receive service at
the backup rate. This definition also allows users who primar-
ily depend on the Internet for business to have a backup rate
that can be made equal to the full rate. Thus, these users will
function without service degradation even in the case of an SC
failure.

The input to our problem is the location of the BS/eNB,
the potential locations of the SCs, the location of the users
(MSs/UE), and their respective demands represented by the bit
rate. To reduce the problem complexity, groups of users are
represented by traffic points (TP). For example, if there are
several offices located close to each other with demands of
50, 100, and 150 Mb/s, they could be represented by a TP
(located in a centric point to the offices) with a demand equal to
the total MSs/UE demands of 300 Mb/s.

The planning solution we present in this paper aims at placing
the SCs in the network to achieve several goals. The specific
goals are as follows.

1) All the service area should be covered with connection to
the network. The service area is defined through the TPs;
thus, by providing connectivity between all the TPs and
the BS/eNB, the service area will be covered.

2) The throughput demand of all the TPs should be satisfied.
There should be a connection between the TP and the
BS/eNB, with a flow equal to the predefined demand of

the corresponding TP. The connections are assumed to be
within the licensed carrier’s spectrum.

3) The number of SCs placed by our solution should be mini-
mized to reduce the equipment, installation, and operation
cost, i.e., both CAPEX and OPEX.

4) In case an SC in the network fails, the network should
continue to operate and provide service to the TPs at a pre-
defined level of service, which we call the backup service
rate. Thus, our planning method provides fault tolerance
and resilience to single SC failures.

B. Contribution

Self-healing is the main functionality of the SON frame-
work that provides fault-tolerant operation. Self-healing mech-
anism through cooperative clusters is proposed in [4] to
deploy and manage the increasing number of small-cell net-
works. Resource utilization performance in both normal and
failure modes of a small-cell network is evaluated and the au-
thors show that their proposed mechanism outperforms other
conventional mechanisms.

The study in [5] provided a relay station (RS) planning so-
lution in WiMAX that satisfies only the first three goals listed
above. There was no fault tolerance provision in the approach
used. Thus, if an RS fails, there is no guarantee that the level
of service provided would be adequate to the subscribers. In
addition, the authors studied only WiMAX relaying without
considering the applicable down-link channels interference as
only out-band transmission was concerned. Hence, in this paper,
we extend the approach to incorporate the in-band SCs planning
with fault tolerance in a different network architecture by mod-
eling the problem of in-band interference in HetNets. The new
approach will ensure that users are served adequately in the case
of a SC failure in 4G/5G HetNets.

There are several papers in the literature that address the prob-
lem of placing relay nodes in 4G networks. These are reviewed
in the next section. However, to the best of our knowledge, there
is no work on planning the locations of SCs in HetNets with fault
tolerance. There have been some approaches on placing relays
in a fault-tolerant manner in other types of networks, such as
wireless sensor networks (WSN).

We formulate the SCs planning problem using a mixed in-
teger linear program (MILP). We present numerical results by
solving our model with CPLEX. We believe that solving the
model directly to obtain results is a valid approach since plan-
ning is not a real-time operation. The problem is solved and the
allocation is made using both out-band (no interference) and
in-band (interference due to down-link resources sharing) trans-
mission modes. To address the in-band mode, an interference
model is introduced and the maximum link rates are calculated
while taking the interference into consideration. Since the inter-
ference model results in a nonlinear formulation of the problem,
we mapped the formulation to a binary linear formulation by
expanding the state space, hence avoiding nonlinearities.

We present numerical results that show how our model finds
the number and locations of SCs. Our model also specifies all
the links that are used and gives the rate on each link. Also, for
every SC that is used in the main topology (used when no SC is
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in a failure condition), the model gives a corresponding backup
topology in case this SC fails.

The rest of this paper is organized as follows. Section II
presents the related work and Section III presents the network
model. The optimization model with fault tolerance is provided
in Section IV for out-band mode and in Section V for in-band
operational mode. Numerical results are given in Section VI and
the conclusions are given in Section VII.

II. RELATED WORK

This section presents earlier work in the literature that is
related to the problem of planning the SC locations with fault
tolerance.

a) Planning Locations in LTE

The in-band mode is addressed by authors in [6] as one of the
strategies used in 5G HetNets to share the network resources
between the eNB and the SCs. This study shows the importance
of creating an interference model like the one proposed in this
paper to address this issue in HetNets by using in-band strategy.
Eguizabal and Hernandez [7] proposed an in-band strategy to
multiplex traffic to several relay nodes in LTE. Interference coor-
dination is proposed to increase coverage and improve capacity.
However, fault tolerance and self-healing was not discussed by
the authors. An in-band mode performance evaluation for differ-
ent deployments is investigated by the authors in [8]. Different
scenarios are presented to show the performance of relaying
in LTE networks, and results show that relaying is strongly
affected by the back-haul. However, fault tolerance is not ad-
dressed in the study to show the effect of failure on network
planning.

A clustering algorithm based on uniform cluster concepts is
proposed in [9] to select the BS and RS locations from candi-
date positions, depending on the traffic demands. The authors
introduce a scheme that makes adaptive decision for selecting
the deployment sites of the BS and RS. Simulation results show
that the scheme achieves good performance in terms of net-
work throughput and coverage. Lin and Ho present another RS
placement solution in [10], wherein the cooperative transmis-
sion paradigm is used in multihop relaying for the purpose of
range extension. Also, Lin et al. [11], [12] presents an RS place-
ment solution that uses the cooperative transmission technique
for the purpose of capacity enhancement.

b) Planning Locations in WiMAX

Our previous work in [5] presents a model for planning the
RS locations in a WiMAX network. However, in the previous
work, there was no guarantee of service if an RS fails since
fault tolerance was not considered. In this paper, we extend our
model to provide resilience to relay failures.

A planning model is presented in [13] to find the locations
of BSs and RSs in the network. The model is formulated as an
optimization problem using integer programming. In this model,
there is at most one RS between the SS/MS and the BS, and a
maximum of two hops is allowed. Since the standard does not
have a limit on the number of hops going through the RSs, this
assumption may impose unnecessary restrictions.

Yu et al. present an extension of their work in [14]. In this
paper, they consider a large coverage area that increases the
computation time of the model. To reduce the computation time,
they divide the area into clusters and apply the approach above
to every cluster. Then, the cases on the boundaries of the clusters
are solved to find the overall solution. This paper similarly limits
the number of hops to two.

In [15], a model is presented to find the locations of RSs
that extend the range of a BS in a WiMAX network. This work
defines preset topologies and finds the RS placement for these
topologies; in comparison, our model in this paper and in [5] can
work with any topology. This work also considers RS location
planning for sector-based topology. Each sector uses a frequency
that is different from adjacent sectors to reduce interference.

In [16], an RS placement model is presented. This work is
based on cooperative transmission between the source node
and the relay node to provide a better signal to the destina-
tion node. They consider the decode-and-forward scheme and
the compress-and-forward scheme for cooperative transmission.
This model is different from our work since it considers the
placement of a single RS to serve multiple MSs.

In [17], the problem of joint BS and RS deployment is con-
sidered and an optimization model is presented. Due to the large
size of the problem, the model takes a long time to solve. Thus,
the authors also present an efficient heuristic algorithm to find
the problem suboptimal solution.

In [18], the problem of RS placement in the WiMAX network
is considered. The location of the RSs and the bandwidth alloca-
tion to users are found. This work assumes that users’ demands
could change due to fluctuations in traffic demands and due to
mobility. Thus, the optimization of the RS locations is found on
a long-term basis and the bandwidth allocation to users is found
on a short-term basis.

Chang et al. [19] consider using relays for the purpose of
capacity enhancements as follows. There is a BS, an area that
can be totally covered by the BS, and a given number of relays.
This work decides where to place the relays to maximize the
system capacity.

In [20], the following paradigm is considered for the place-
ment of RSs in WiMAX networks. The number and locations
of BSs are given. The goal of the problem is to place RSs that
use the transparent mode. In this mode, the RSs do not transmit
control information; the control information are only transmit-
ted by the BS. The RSs are thus in range of the BS and the goal
of the RS placement is capacity enhancement. Other approaches
used in BSs and RSs placement are presented in [21], [22], with
the goal of enhancing the overall network capacity.

c) Planning Locations in WSN

There are approaches in the literature that provide relay lo-
cation planning with fault tolerance. But these approaches have
been designed for WSNs and not for WiMAX networks.

In [23], an Integer Linear Program model is presented for
placing relays in sensor networks to provide fault tolerance
in case some nodes fail. The main issue was connectivity,
regardless of bandwidth requirements, which implies that all
relay nodes may be operational all the time. Bari et al. present
an extension of their work in [24], which takes into considera-
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tion the routing strategy to reduce battery consumption. Other
approaches on fault-tolerant placement of relay nodes are given
in [25]–[32].

The approaches presented in this section consider a multi-
tude of issues and configurations for traffic relaying used in
broadband and WSNs. There are multiple approaches for plan-
ning the placement of nodes that is discussed in these networks,
some of them, specifically in WSNs, address the planning of
relay nodes locations with fault tolerance. However, none of
this work is applicable to broadband wireless HetNets. To the
best of our knowledge, there is no approach that provides the
planning of SCs locations operating within the same frequency
band (in-band mode) in HetNets with fault-tolerance. Moreover,
neither the approaches introduced for WSNs that discussed fault
tolerance nor our previous work in [5] considered the interfer-
ence caused due to the in-band transmission mode. Using the
SON framework, the proposed approach can be implemented as
a self-healing functionality to compensate for HetNet failures.
However, the offered service in case of failures is downgraded
to the backup rates. Hence, our paper is the first to propose such
solutions that map from nonlinear to linear interference using
state space transformation as an approach to perform HetNet
SCs recovery in an in-band transmission mode and to guarantee
the business continuity even in case of partial failures by using
the proposed fault tolerance planning.

III. NETWORK MODEL

This section presents the network model that we consider in
this paper.

A. Small Cells Offloading Modes

The 4G/5G HetNets defines two modes of macrocells to SCs
offloading operation modes: a transparent mode and a nontrans-
parent mode. In the transparent mode, the users (MSs/UE) are
unaware of the presence of a SC. The SC does not transmit
control information (such as down-link map and up-link map).
These are transmitted by the BS/eNB. Thus, all the MSs/UE
are within range of the BS. However, the SCs are used in the
transparent mode for the purpose of capacity enhancement.

In the nontransparent mode, the SCs perform all functions
needed for a standalone cell and transmits control information
as well as data to the MSs/UE it serves. Multi-hop routes are
allowed in the nontransparent mode. The goal for using non-
transparent SCs is to extend the range of the network and to
also enhance the capacity. Currently this mode is widely used
for SCs deployment and is the mode considered in our study.

B. Duplexing Mode

When SCs are used, transmissions from two stations that
are in range should be duplexed either in the frequency do-
main (FDD) or in the time domain (TDD) to avoid interfer-
ence. The 4G standards allow the use of different frequencies
for SCs serving the same BS. Thus, we make the assumption
that the SCs duplex their transmission using the frequency di-
vision duplex (FDD) mode. For example, on a two-hop route
eNB-SC-UE, we can have a transmission of rate r on the eNB-
SC hop and another transmission of the same rate on the SC-UE

TABLE I
OFDMA RATES (IN MBPS) FOR VARIOUS MODULATION SCHEMES

USING 7 MHZ BANDWIDTH

QPSK QPSK 16-QAM 16-QAM 64-QAM 64-QAM

1
/

2 3
/

4 1
/

2 3
/

4 2
/

3 3
/

4

5.82 8.73 11.64 17.45 23.27 26.18

hop. This happens if the two hops are using different frequencies.
With time division duplex (TDD), the two hops will alternate in
transmission using the same frequency channel. However, each
hop will have a larger bandwidth since the bandwidth is not
divided anymore. We use FDD for simplicity, but our model is
logically equivalent to TDD. For more generalization of the stud-
ied problem, we also assumed the utilization of nonorthogonal
physical layer multiplexing approaches (e.g, CDMA, FDMA).
The proposed model can benefit from adopting frequency par-
titioning and reuse techniques whereby the same channels can
be reallocated to different small cells if they are geographically
distributed so that the intercell interference between them does
not negatively impact their transmission rates.

C. Link Capacity

Our model allocates a rate on each link that is used in the
produced topology. The allocated rate on a link is bounded
by the maximum capacity of the link. The maximum capacity
of a wireless link can be modeled with the Shannon–Hartley
equation as given in [33]. It is given by the equation: C =
B. log2(1 + SINR), where C is the capacity in bit/s, B is the
channel bandwidth in Hz.

The signal to interference plus noise ratio can be calculated
as SINR = S/ [N0 + I], where S is the received signal power,
N0 is the noise power, and I is the signal power received from
all interferers, j. The capacity changes with the distance since
the SINR degrades when the distance increases. The SINR can
be expressed as

SINRi =
βpi

(d)α
[
N0 +

∑
j �=i pj

/
(d)α

] (1)

where pi is the signal transmission power, d is the Euclidean
distance between the transmitter and receiver, α > 2 is the path
loss exponent, and β is the antenna gain.

Other factors also affect the link capacity, such as the coding
and modulation schemes. When a high SINR is measured on the
link, coding, and modulation schemes with high rates are used.
However, when the SINR is low, robust coding and modulation
schemes are preferred to limit the bit error rate (BER), although
they provide low data rates. Table I shows the achievable bit
rates for the Orthogonal Frequency-Division Multiple Access
(OFDMA) physical layer as given in the standard [34]. Quadra-
ture Phase Shift Keying (QPSK) is more robust but achieves
a small rate. On the other hand, 64-QAM is less robust but
achieves a high rate.

The factors that affect a link’s capacity can be combined
in an equation. For any link i, the maximum rate is: mi =
Γ(SINRi , χ, Cod, Mod), where χ is the upper-bound on the
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TABLE II
ABBREVIATIONS

Parameters Description

R Set of candidate sites for SC
T Set of TPs that represent the user traffic
B Base Station
Lx

i Set of links that can interfere with link i

F x
n Sets n of active interference links to link i

ri , rbi Rate requirement, backup rate requirement
k Backup topology number
S Total number of SCs
T Total number of SCs in backup topology

Variables Description

dR, dBR, dBTdRT, dRR Decision variables
fBR, fBT, fRT, fRR Traffic flow
nBR, nBT, nRT, nRR Number of subcarriers
mBR, mBT, mRT, mRR Maximum link capacity
cBR, cBT, cRT, cRR Actual link capacity
dnBR, dnBT, dnRT, dnRR, Binary variables
Ixj , Y xF x n

vBR, vBT, vRT, vRR Variables
wBR, wBT, wRT, wRR
Xi , Z i j , X k

i , Z k
i j Auxiliary variable

BER, Cod is the coding scheme, and Mod is the modulation
scheme. Γ is the function that maps all the three parameters to
the maximum rate.

Any definition of the function Γ can work with our model.
However, for simplicity, we assume that the maximum rate
changes with distance. In real-life scenarios, there is usually
a field survey that precedes the network deployment [35]–[37].
The link rates are selected based on the links characteristics,
such as the SINR, fading, the specifics of the terrain, and inter-
ference with other wireless systems.

D. Definition of Fault Tolerance

The planning model we present in this paper allows the failure
of an SC without interrupting service to the users, albeit at a
reduced bit rate, hence tolerating equipment failure.

We assume that only one SC will fail at a given time. This
is a reasonable assumption since usually in the time it takes
the SC to be repaired, there is a very small probability that
another SC will fail. This is true since the number of operator
supported SCs (e.g, Pico Cells) supporting a BS/eNB will typi-
cally be a small number of SCs. This assumption will keep the
cost of SCs small, since tolerating the failure of two or more
SCs at the same time requires installing many extra SCs, which
is not a cost-effective approach.

For every set of customers represented by a TP, a tuple
{ri, rbi} defines the requested service rates. When all the SCs
are operational, the full rate for a TPi , given by ri is provided.
However, when there is an SC failure, a reduced rate that is the
backup rate rbi , is provided, with rbi ≤ ri . Users who request
the same service rate, even in the case of an SC failure, will have
rbi = ri .

IV. OPTIMIZATION MODEL: THE OUT-BAND MODE

This section presents the optimization model for the SC plan-
ning problem with fault tolerance in the out-band mode. The
model takes the following as input.

TABLE III
LINK RATES OUT-BAND MODE

Distance (unit) Link Rate (Mb/s)

if distance <= 1 rate = 10
else if distance <= 2 rate = 5
else if distance <= 3 rate = 2
else if distance <= 4 rate = 1
else rate = 0

1) the possible sites where an SC can be installed;
2) the locations of the TP that represent the users’ traffic;
3) the rates (full and reduced) in Mb/s of each TP. The full

rate is provided when all the SCs are operational, and the
reduced rate is guaranteed when there is an SC failure;
and

4) the model takes as an input the maximum rate on any
link: eNB-SC, SC-TP, SC-SC, and SC-TP, which depends
on the link characteristics such as distance, SINR, and
bandwidth.

Table III helps to clarify the notations in this paper.
The output of our model is the full-rate (main) topology and

the reduced-rate (backup) topologies. The full-rate topology is
defined by the number of SCs used, their positions, the links
used, the rate on each link, and finally, the connection node
for each TP (either the eNB or an SC). Each of the backup
topologies corresponds to a failure in one of the SCs used in
the main topology. For example, if the main topology uses SC1,
SC3, and SC8, then there will be three backup topologies that
are used in case any of these SCs fails.

For any TP (TPi), the full rate is designated by ri and the
reduced backup rate is designated by rbi , which is the minimum
acceptable rate in the case of failure.

Let R = {SC0, . . . , SCN −1} be the set of candidate
sites for SC with cardinality |R| = N . Similarly, let T =
{TP0, . . . , TPM −1} be the set of TPs that represent the user
traffic with cardinality |T | = M .

A. Decision Variables

The following decision variables define the full-rate topology

dRi =
{

1; a SC is deployed in site SCi

0; otherwise (i ∈ R)

dBRi =
{

1; a link is used between the eNB and SCi

0; otherwise(i ∈ R)

dBTi =
{

1; TPi is assigned to the eNB
0; otherwise (i ∈ T )

dRRij =
{

1; a link is used between the SCiand SCj

0; otherwise (i, j ∈ R)

dRTij =
{

1; TPj is assigned to the SCi

0; otherwise (i ∈ R, j ∈ T ).

We also define variables that are similar to the above
to specify the backup topologies. These variables are:
dRk

i , dBRk
i , dBTk

i , dRRk
ij , and dRTk

ij . The term k indicates
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the backup topology number used when SCk
i has failed. For

example, when k = 3, these variables define the backup topol-
ogy that is used when SC3 fails.

We also define decision variables that designate the assigned
flow (in Mb/s) on each link. Although the previous variables
were binary, the flow variables take continuous values. In the
full-rate topology, the variables fBRi and fRRij designate the
flow on the links from eNB to SCi and SCi to SCj , respectively,
where i and j are indexes of SCs (i, j ∈ R).

Similarly, in the backup topology, the variables fBRk
i and

fRRk
ij designate the flow on the links from eNB to SCk

i and SCk
i

to SCk
j , respectively, where i, j are indexes of SCs, k is the index

of the backup topology when SCk fails, and (i, j, k ∈ R).

B. Topology Constraints

The following constraints define the topology of the SCs
domain. They ensure that when a link is used in the solution, the
two end nodes of the link exist (i.e., the SCs are selected). They
also ensure that a TP is connected either directly to the eNB or
to only one SC; we use this condition to not add complexities
to the UEs.

First, when there is a link between the eNB and SCi , there
should be a SC deployed at site SCi . This is ensured by the
following constraints in the full-rate and the backup topologies

dBRi ≤ dRi ∀ i ∈ R (2)

dBRk
i ≤ dRk

i i �= k ∀ i, k ∈ R. (3)

When there is a link between SCi and SCj , two SCs should be
installed at sites SCi and SCj . This is ensured by the following
constraints:

dRRij ≤ dRi + dRj

2
∀ i, j ∈ R (4)

dRRk
ij ≤

dRk
i + dRk

j

2
i �= k, j �= k ∀ i, j, k ∈ R. (5)

When there is a link between SCi and TPj , a SC should be de-
ployed at site SCi . This is ensured by the following constraints:

dRTij ≤ dRi ∀ i ∈ R ∀ j ∈ T (6)

dRTk
ij ≤ dRk

i i �= k, j �= k ∀ i, k ∈ R ∀ j ∈ T. (7)

The following constraints send all the traffic of a TP either
through a direct link with the eNB or through a single SC:

dBTi +
∑
j ∈ R

dRTji = 1 ∀ i ∈ T (8)

dBTk
i +

∑
j ∈ R, j �=k

dRTk
ji = 1 ∀ i ∈ T. (9)

C. Flow Constraints

The flow constraints ensure that the amount of data that is
transported is balanced and sufficient for the demands of all the
TPs.

1) Flow Balance at the BS: In the main topology, the total
traffic going out of the eNB should be equal to the sum of the

full rates ri of all the TPs. This condition is ensured by the
following equation:

∑
i ∈ R

fBRi · dBRi +
∑

j ∈ T , mBTj ≥rj

rj · dBTj =
∑
j ∈ T

rj (10)

where ( mBTj , mRTj ) are the upper bounds of the rates on the
links for the main topology which are input parameters to the
problem and are calculated in Section V-A

At a backup topology, the rate provided to TPi is greater than
or equal to rbi . Then, this condition is used

∑
i ∈ R, i �=k

fBRk
i · dBRk

i +
∑

j ∈ T , mBTj ≥rbj

rbj · dBTk
j =

∑
j ∈ T

rbj .

(11)
We are interested in keeping the system linear. Thus, we use

the following transformation and substitute in (10):

Xi = fBRi · dBRi

where Xi is an auxiliary variable.
Equation (10) therefore becomes

∑
i ∈ R

Xi +
∑

j ∈ T , mBTj ≥rj

rj · dBTj =
∑
j ∈ T

rj . (12)

Xi can be evaluated using the following set of linear constraints,
where Q is a large number such that Q > max(fBRi) ∀ i ε R:

Xi ≥ Q · dBRi − Q + fBRi ∀ i ∈ R (13)

Xi ≤ fBRi ∀ i ∈ R (14)

Xi ≥ 0 ∀ i ∈ R (15)

Xi ≤ Q · dBRi ∀ i ∈ R. (16)

Similarly, we use the following transformation for (11):

Xk
i = fBRk

i · dBRk
i i �= k ∀ i, k ∈ R. (17)

Hence, (11) becomes
∑

i ∈ R, i �=k

Xk
i +

∑
j ∈ T , mBTj ≥rbj

rbj · dBTk
j =

∑
j ∈ T

rbj . (18)

Xk
i is evaluated like Xi was evaluated in (13)–(16).
2) Flow Balance at a SC: At any SC, the amount of traffic

that is coming from the eNB and from upstream SCs is equal
to the amount of traffic that is going to downstream SCs and to
TPs that are directly connected to the SC. This is ensured by the
following constraint:

fBRi · dBRi +
∑
j ∈ R

fRRji · dRRji

=
∑
j ∈ R

fRRij · dRRij +
∑

y ∈ T , mRTj ≥ry

ry · dRTiy ∀ i ∈ R.

(19)

The equation above is made linear by using the transform
Zij = fRRij · dRRij and becomes

Xi +
∑
j ∈ R

Zji =
∑
j ∈ R

Zij +
∑

y ∈ T , mRTi y ≥ry

ry · dRTiy

∀ i ∈ R. (20)
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For the backup topologies, the flow conservation at the SC is
ensured by the following equation:

fBRk
i · dBRk

i +
∑

j ∈ R, j �=k

fRRk
ji · dRRk

ji

=
∑

j ∈ R, j �=k

fRRk
ij · dRRk

ij +
∑

y ∈ T , mBTi y ≥rby

rby · dRTk
iy

i �= k ∀ i, k ∈ R. (21)

The equation above is made linear by using the transform
Zk

ij = fRRk
ij.dRRk

ij and it becomes

Xk
i +

∑
j ∈ R, j �=k

Zk
ji =

∑
j ∈ R, j �=k

Zk
ij

+
∑

y ∈ T , mBTi y ≥rby

rby · dRTb
iy i �= k ∀ i, k ∈ R. (22)

Zij and Zk
ij are evaluated similar to how Xi was evaluated in

(13)–(16).
3) Flow Balance at a TP: In the main topology, the amount

of traffic between the eNB or the SC and the TP should be equal
to the full-rate, ri of the TP. This is ensured by the following
constraint:

i∑
i=i, mBTi ≥r i

ri · dBTi +
∑

j ∈ R, mRTj i≥r i

ri · dRTji = ri

∀ i ∈ T. (23)

For the backup topologies, the amount of traffic at the TP
should be equal to rbi . This is ensured by the following con-
straint:

i∑
i=i, mBTi ≥rbi

rbi · dBTk
i +

∑
j ∈R, j �=k, mRTj i≥rbi

rbi · dRTji = rbi

∀ i ∈ T , k ∈ R. (24)

V. OPTIMIZATION MODEL

A. In-Band Model

The model that we have so far assumes the out-band mode,
and in this case the maximum capacity of link BRi , RRi , BTi ,
and RTi are mBRi , mRRi , mBTi , and mRTi respectively.

To accommodate the in-band mode, the capacity on link i
depends on the activity of other links j, which may interfere
with link i. We will need to set the capacity on link i so that it
corresponds to the capacity that is subject to interference with
other active links in the system. Rather than using a nonlinear
formulation, we use a linear formulation that comes at the cost
of an expanded space state.

The basic idea of the transformation is to precompute the
capacity of the target link i for all possible cases of interfer-
ence. This can be done offline, and outside the optimization
formulation. Then, for each of the interference cases, we have
a binary variable that is equal to 1 if this case is valid. Multi-
ple interference cases may occur at the same time, e.g., if two
links interfere with the target link, then there are three cases of

Fig. 1. Example for link interference.

interference, one for each link and the third for both links. Then,
the optimization problem by determining the interference cases
can select the corresponding capacity as the minimum capacity
for all valid interference cases. The expansion in the state space
is the result of the use of the binary variable corresponding to
the interference cases.

It is worth mentioning that the conversion of the interference
nonlinear characteristics to linear is developed without changing
the parameters of the original problem (e.g., no. of subcarriers
allocated for an SC). This is done by using a binary linear
formulation in which the capacity of link i is defined as follows.

1) Assume that the maximum number of other links that can
interfere with link i is ai , and the set of such links is
Lxi = l1, l2, . . . , lai

where x ∈ {BR, RR, BT, RT}.
2) The capacity of link i, given that links in the nth subset

Fxn ⊆ Lxi are active, including the empty subset, is given
by cxFxn and is precomputed.

An example is shown in Fig. 1 for the interference sets and
subsets to explain the interference that a link may suffer.

To find out which combination of links are active, a binary
variable Ixj is defined as being equal to 1 if link j is active. The
number of active links in each Fxn is evaluated as follows:

AxFxn =
∑

j ∈ F x
n

Ixj ∀ Fxn ⊆ Lxi . (25)

Then, to find the combination that has all of its member
links active. We define a binary variables YxFxn , which will be
equal to 1 only if all links in the subset Fxn are active. YxFxn

can be evaluated using the following constraints:

YxFxn ≥ AxFxn − |Fxn | + 1 (26)

YxFxn ≤ AxFxn + δ

|Fxn | + δ
(27)

where δ is a small number. The addition of δ to both the numer-
ator and denominator is to include the case of empty subset, in
which case both |Fxn | and AxFxn are zeros.

Therefore, the maximum capacity of a link can be evaluated
as the minimum for all cases in which YxFxn = 1. The up-
per bounds on the rates on this link (mBRi

FBRi
n
, mRRij

FRRij
n

,

mBTi
FBTi

n
, mRTij

FRT ij
n
) for main topology and (mBRik

FBR ik
n
,

mRRijk

FRR ijk
n

, mBTik
FBT ik

n
, mRTijk

FRT ijk
n

) for backup topologies are
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input parameters to the problem and are calculated as follows:

mBRi
FBRi

n
= cBRi

FBRi
n
· YBRi

FBRi
n

+ (1 − YBRi
FBRi

n
) · M

(28)

mRRij

FRR ij
n

= cRRij

FRR ij
n
· YRRij

FRR ij
n

+ (1 − YRRij

FRR ij
n
) · M

(29)

mBTi
FBTi

n
= cBTi

FBTi
n
· YBTi

FBTi
n

+ (1 − YBTi
FBTi

n
) · M

(30)

mRTij

FRT ij
n

= cRTij

FRT ij
n
· YRTij

FRT ij
n

+ (1 − YRTij

FRT ij
n
) · M

(31)

mBRik
FBR ik

n
= cBRik

FBR ik
n
· YBRik

FBR ik
n

+ (1 − YBRik
FBR ik

n
) · M

(32)

mRRijk

FRR ijk
n

= cRRijk

FRR ijk
n
· YRRijk

FRR ijk
n

+ (1 − YRRijk

FRR ijk
n
) · M

(33)

mBTik
FBT ik

n
= cBTik

FBT ik
n
· YBTik

FBT ik
n

+ (1 − YBTik
FBT ik

n
) · M

(34)

mRTijk

FRT ijk
n

= cRTijk

FRT ijk
n
· YRRijk

FRT ijk
n

+ (1 − YRTijk

FRT ijk
n
) · M

(35)

where M is a very large number. In (28), if subset FBRi
n is

active, hence YBRi
FBRi

n
is 1, then the capacity of link i is equal to

cBRi
FBRi

n
. Otherwise, the effect of subset FBRi

n is excluded by
having this capacity equal to a very large number, M . Equations
(29)–(35) follow similar reasoning.

The maximum flow that can be transmitted on a link i is
limited by the transmission power, the link distance, and the
coding and modulation schemes. The maximum rate that can
be assigned on the link from the eNB to SCi , fBRi , is limited
by mBRi

FBRi
n

, where mBRi
FBRi

n
is the maximum rate on this

link. A similar notation is used for all the other links, and the
constraints that ensure the upper bound are the following:

C · fBRi ≤ nBRi
FBRi

n
· mBRi

FBRi
n

∀ FBRi
n ⊆ LBRi (36)

C · fRRij ≤ nRRij

FRR ij
n
· mRRij

FRR ij
n

∀ FRRij
n ⊆ LRRij (37)

C · fBRk
i ≤ nBRik

FBR ik
n
· mBRik

FBR ik
n

∀ FBRik
n ⊆ LBRk

i (38)

C · fRRk
ij ≤ nRRijk

FRR ijk
n
· mRRijk

FRR ijk
n

∀ FRRijk
n ⊆ LRRk

ij

(39)

C · fBTi ≤ nBTi
FBTi

n
· mBTi

FBTi
n

∀ FBTi
n ⊆ LBTi (40)

C · fRTij ≤ nRTij

FRT ij
n
· mRTij

FRT ij
n

∀ FRTij
n ⊆ LRTij (41)

C · fBTk
i ≤ nBTik

FBT ik
n
· mBTik

FBT ik
n

∀ FBTik
n ⊆ LBTk

i (42)

C · fRTk
ij ≤ nRTijk

FRT ijk
n
· mRTijk

FRT ijk
n
∀ FRTijk

n ⊆ LRTk
ij (43)

i �= k, j �= k, i, j, k ∈ R

where the variable nBRi
FBRi

n
∈ {0, 1, . . . , C} corresponds to

the number of subcarriers allocated to any SCi out of a total of
C subcarriers, which is an input parameter, and C is assumed
to be an integral power of 2 (e.g., C = 512)1. To avoid further
complexity of the modeled problem, we assumed that the or-
thogonality among subcarriers is maintained and that there is no
intercarrier interference between transceivers of different links.
The constraint in (36) is a nonlinear constraint with nBRi

FBRi
n

a discrete variable and mBRi
FBRi

n
a continuous variable. The

following equations are used to transform it to a linear form.
A new variable vBRi

FBRi
n

= nBRi
FBRi

n
∗ mBRi

FBRi
n

is defined

and a binary expansion [38] for nBRi
FBRi

n
is performed as

nBRi
FBRi

n
=

ρ∑
r=0

2r · dnBRir
FBRi

n
∀ FBRi

n ⊆ LBRi , i ∈ R

(44)

ρ = log2(C) (45)

dnBRir
FBRi

n
∈ {0, 1} (46)

Then vBRi
F BR

n
can be rewritten as

vBRi
FBRi

n
=

ρ∑
r=0

2r · wBRir
FBRi

n
∀ FBRi

n ⊆ LBRi , i ∈ R

(47)
where

wBRir
FBRi

n
= dnBRir

FBRi
n
· mBRi

FBRi
n

∀ FBRi
n ⊆ LBRi , i ∈ R. (48)

Now the constraint in (36) is converted into nonlinear con-
straint but with dnBRi

FBRi
n

a binary variable and mBRi
FBRi

n
a

continuous variable, which can be linearized using the same
approach used in (13)–(16).

Similarly, the same conversion is used for variables
(vBTi

FBTi
n
, vRRij

FRR ij
n
, vRTij

FRT ij
n
) and the backup topologies

variables (vBRik
FBT ik

n
, vBTik

FBT ik
n
, vRRijk

FRR ijk
n
, vRTijk

FRT ijk
n

). Also,
when an SC fails, the rate on all the links incident on it is zero.

B. Out-Band Model

For out-band mode, the interference between the links are
not considered, and the maximum rate that can be assigned on
the link from the BS to SCi , fBRi , is limited by fBRi ≤ mBRi .
Similarly for all the other links, the constraints that ensure the
upper bound are calculated according to

fBRi ≤ mBRi i ∈ R

fRRij ≤ mRRij i, j ∈ R

fBRk
i ≤ mBRi i �= k, i, k ∈ R

fRRk
ij ≤ mRRij i �= k, j �= k, i, j, k ∈ R.

1Without loss of generality, and to reduce the model complexity, we consider
C to be a power of 2.
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C. Objective Function

The primary objective of our solution is to minimize the
total number of SCs used. This will minimize the cost of SC
installation. We define the variable Si , which indicates if an SC
is installed at site SCi either in the main topology or in any other
topology

Si ≥ dRi i ∈ R (49)

Si ≥ dRk
i i �= k, i, k ∈ R. (50)

To minimize the total number of SCs that are installed,∑
iεR Si should be minimized.
We also aim at reducing the number of SCs used in backup

topologies. Minimizing the number of SCs used in every topol-
ogy allows us to remove lengthy paths. For example, if a TP can
connect to the eNB by going through one SC only, it is better
not to use two SCs for this TP. Thus, minimizing the number of
SCs in the backup topologies will make a TP use the minimum
necessary number of SCs it needs to connect to the eNB. The
variable T k designates the number of SCs used in the backup
topology when SC k fails. We have the following constraint:

Tk ≥
∑

i ∈ R, i �=k

dRk
i ∀ k ∈ R. (51)

For a similar reason to the above, we aim to minimize the
number of SCs that is used in the main topology, designated by
the term V . We have the constraint

V ≥
∑
i ∈ R

dRi. (52)

The term Obj combines the terms above. The main term from
the above is

∑
i ε R Si , since it gives the number of SCs that

should be installed. It should be given a higher weight than the
other terms. The maximum value of

∑
k ε R T k is N 2 and the

maximum value of V is N . Thus, we give the weight N 2 + N
to the term with Si

Obj = (N 2 + N) ·
∑
i ∈ R

Si +
∑
k ∈ R

T k + V. (53)

Then, the objective function is

Minimize Obj. (54)

Implementing a system with multihop relays increases the op-
erational complexity, and also solving the problem with wireless
back-hauling and multihop topology adds more complexity to
the problem. However, using more than two hops has advan-
tages in terms of performance, such as range of coverage and bit
rate. This is why we opted to develop a generic model that can
accommodate any number of hops. To accommodate the case of
only two hops, we can force all the nRR, fRR, dRR, mRR, and
wRR to zero.

VI. NUMERICAL RESULTS

This section introduces numerical results based on the plan-
ning models presented above. First, we show examples of plan-
ning without fault tolerance in a WiMAX network. In these
examples, when an SC fails, there is no guarantee of service

Fig. 2. Planning SC locations without fault-tolerance for out-band model.
(a) Problem (main rates and backup rates in Mb/s). (b) Solution.

to the TPs. Second, we show examples with fault tolerance,
where service will be guaranteed even in case of failure of a SC.
We consider both the out-band and in-band operation in solv-
ing the location planning MILP problem in a WiMAX HetNet.
By using CPLEX, which runs on a modern multicore machine,
we obtained solution times in terms of hours for realistic sce-
narios that shows a reasonable computation time for practical
cases. The solution of the optimization problem for the pro-
posed model is feasible as long as proper design parameters are
selected to support the required resources for a certain network
design scenario.

A. Planning SC Locations For Out-Band Mode

1) Planning Without Fault Tolerance: This section presents
the initial results of planning the SC locations without fault
tolerance. In this section, where no fault tolerance is considered,
the variables and constraints in the model that are used for fault
tolerance are omitted. These are all the variables that have an
index k, which are: dRk

i , dBRk
i , dBTk

i , dRRk
i , fBRk

i , fBRk
i ,

and fRRk
ij .

Also, the objective function will change. For the case in which
we do not have fault tolerance, the objective is simply to mini-
mize the total number of SCs used. Then, the objective function



5278 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 66, NO. 6, JUNE 2017

Fig. 3. Planning SC locations with fault-tolerance for out-band model. (a) Problem (main rates and backup rates in Mb/s). (b) Solution: The main topology.
(c) Solution: Backup topology when SC2 fails. (d) Solution: Backup topology when SC5 fails. (e) Solution: Backup topology when SC7 fails.

is

min
∑
i ∈ R

dRi . (55)

a) Theoretical Model: The following is a SC planning ex-
ample that uses our solution. The problem is shown in Fig. 2(a).
The planning area is made discrete by the use of a square grid.
The BS location is on the top line of the grid, as shown in the
figure. We select this setting since we consider that the BS is at
the edge of the connected area. The area below the BS does not
have the connection, and we plan to connect this area through
the BS. Without loss of generality, we can use any topology with
our model.

The potential sites for a SC are the corners of a grid square.
In the 4× 4 grid, the SC sites are numbered 0 to 15, as shown in
the figure. The possible site of a TP is in the center of a square.
The TPs are numbered 0 to 9. In the figure, the TP numbers are
TP(2,4,5,6,8) . The number shown in the figure next to each TP is
its traffic demand in Mb/s.

The maximum rate on the links is shown in Table III. The
distance unit is the side length of a square in the grid. The table
shows the feasible rate for the corresponding distance interval
(per the model in Section III). The solution to this planning
example is shown in Fig. 2(b). The shaded SC sites are the

TABLE IV
SYSTEM PARAMETERS

Description Value

Band Width 5 MHz
Transmitter Power 46 dBm / (39.81 W)
path loss exponent (α ) 2
Receiver Noise − 104 dBm
Coverage area 12 KM × 12 KM
Number of SC sites 8

ones that have been selected. Three SCs are needed for this
problem, which are SC1, SC5, and SC7. The solid line links are
the BS-SC and SC-SC links. The dashed lines are the BS-TP
and SC-TP links. The underlined numbers are the link rates
allocated by the solution. The rates of the dotted links are equal
to the corresponding TPs’ rates. The arrows on the links show
the flow of traffic in the down-link to facilitate interpreting the
results. However, the traffic may go in the up-link or down-link
direction.

We note the following observations from this example.
1) The distance from the TP to the BS does not necessarily

indicate a direct or relayed connection. For example, the
TP with demand of 2 Mb/s is the farthest from the BS.
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Fig. 4. Planning SC locations with fault tolerance for in-band model. (a) Problem (main rates and backup rates in Mb/s). (b) Solution: The main topology.
(c) Solution: Backup topology when SC0 fails. (d) Solution: Backup topology when SC3 fails. (e) Solution: backup topology when SC5 fails. (f) Solution: Main
topology for out-band mode (no interference).

However, its demand is relatively low, which can be sat-
isfied by a single link. On the other hand, TPs that are
closer to the BS have higher demands and require the use
of a SC.

2) Second, the SC-to-SC links help in reducing the number
of SCs in the HetNet. In our example, there is more traffic
to the right of the BS (4 + 8 + 2 = 14) than the left
(5) and the middle (6). Thus, in the solution, the diagonal
and horizontal links, both with rate of 2 Mb/s, between
SCs (1,7) and (5,7), respectively, relay the traffic from
the right side to the less congested left side. If this was
not the case, more SCs would be needed on the right
side.

2) Planning With Fault Tolerance: In this part, we present
planning results with fault tolerance. The problem input is shown
in Fig. 3(a), and it has the same TP locations and rates as the
example in Fig. 2(a). In this case, there are also backup rates for
each TP, which are smaller than or equal to the the main rate.

Fig. 3(b) shows the main topology that supports the main
rates of the TPs. This topology, similar to that in Fig. 2(b),
supports the same normal operation rates and also uses three
SCs. However, unlike the topology in Fig. 2(b), it uses SC2,
SC5, and SC7. Moreover, it also requires the installation of an
additional relay at site SC10. Even though SC10 is not used in
the main topology, it is required in case one of the three used
SCs fails.

In Fig. 3(b), the TPs with rates of 4 and 2 Mb/s connect
directly to the BS since their direct link can support the required
rate. This is similar to Fig. 2(b). Each of the other TPs connects
to the SC that is closest to it.

Fig. 3(c) shows the backup topology that is used when SC2

fails. In this topology, the backup rates are supported, which are
smaller than the main rates in this example. Due to the lower
rates, now three TPs are able to have a direct connection to the
BS (compared to two in the main topology). The other two TPs
connect through SCs. In this topology, SC10 is also not used
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Fig. 5. Planning SC locations with fault tolerance for in-band model. (a) Problem (main rates and backup rates in Mb/s). (b) Solution: The main topology.
(c) Solution: Backup topology when SC0 fails. (d) Solution: Backup topology when SC3 fails. (e) Solution: Backup topology when SC5 fails.

since SC5 and SC7 are able to support the TPs’ demands, which
makes the recovery from SC2 failure faster, since SC10 need not
be used.

The topology in Fig. 3(d) is the case in which SC5 fails. In
this case, three SCs are needed to support the TPs. Notice that
in the previous topology, SC5 was strategically located between
the BS and the TP in the lower-left corner. Since SC5 has failed,
there is no SC that can satisfy this TP. Thus, two SCs are used
to connect this TP.

In Fig. 3(e), the topology that is used when SC7 fails is shown.
Now the TP in the lower-left corner is able to connect via SC5.
However, the TP with demand 6 Mb/s, which was 9 previously
relying on SC7 cannot connect with only one SC. Then, SC2

and SC10 convey the traffic of this TP in this case. However,
the TP connects only to SC10, and SC10 connects to both the
BS and SC2 to receive the data. Finally, when SC10 fails, we
can continue to use the main topology as in Fig. 3(b) since this
topology does not use SC10.

We compared our proposed solution to provide fault toler-
ance to the one without fault tolerance. The results in Fig. 3(e)
shows that with one extra SC for achieving fault tolerance, the

transmission rates achieved is about 68% of the rates achieved
in the main topology. Fig. 3(b) shows that in case of SC5

failure and without fault tolerance planning only 44% of the
rate can be provided and 40% of the TPs will have no service
at all. This transmission performance can definitely guarantee
business continuity in case of failures. However, this comes
on an increase of 25% of the capital cost for acquiring the
additional SC.

B. Planning SC Locations for In-Band Model

For in-band mode, the interference between different links
is taken into consideration and the maximum rate that can be
assigned on any link is calculated according to the interference
model listed in Section V-A. In the following planning case,
we are trying to present the effect of the interference consid-
eration on the allocation of SCs using the planning with fault
tolerance model and compare it with out-band model.

Planning results for the in-band with fault tolerance model
are presented to show the interference effect on the planning
process. Interference is modeled such that the transmission from
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each BS to another SC or TP is interfered by transmission from
other SCs within 1 unit grid, similarly the transmission from
each SC to an SC or TB may suffer from interference by the
SCs within the 1-by-1 grid distance.

Two scenarios using different numbers of TPs are presented
to examine the network load conditions. The rate requirements
change in each scenario to show the effect of the load conditions
on the SCs allocation. The parameters used in the simulation are
shown in Table IV.

1) Scenario 1 (8 TPs):
a) Homogeneous Rate Requirements: Fig. 4(a) shows the

locations of the TPs and SCs. In this in-band case, eight SCs
and eight TPs are used. For the case of in-band mode, the differ-
ent maximum link rates are calculated according to (28)–(43)
and the SINR is calculated according to (1). The main (ri) and
backup rate (rbi) requirement for each TP are shown in Fig. 4(a),
where backup rates are smaller than the the main topology re-
quired rates.

Fig. 4(b) shows the main topology that supports the main
rates to the TPs. This topology supports the equal homogeneous
rates for all TPs (10 Mb/s), and uses three SC (SC0, SC3, SC5) to
satisfy all the TPs rate requirements. In Fig. 4(c,d,e) the backup
topology for the in-band mode is presented, in case of any SC
failure in the main topology, the network will implement the
backup solution using two SCs (SC2, SC6). Both SCs will oper-
ate to support the backup rates (8 Mb/s) to the TPs. The solution
shows that the BS supports TP2, SC2 supports TP(0,1,3,4,7) and
SC6 supports TP(5,6) in both backup plans for (SC0 and SC3).
However in backup plan for SC5, TP(0,1,2) are supported by the
BS. SC6 supports TP(5,6,7) and SC2 supports TP(3,4) . The in-
crease in the number of SCs and the diversity of their locations
and which TPs they serve are due to the consideration of the in-
terference caused by the in-band mode. Results in Fig. 3(f) for
the main topology without interference considerations shows
that the TPs rate requirements are all satisfied by direct links
from the BS. The reason is that the BS to TPs links maximum
rates are capable of delivering the TPs rate requirements without
any relaying. This comparison shows that modeling the problem
with interference constraints requires SCs implementation, but
in case of ignoring the interference in the model no relaying is
required to support the TPs with same rate requirements. The
comparison clearly shows the importance of considering the
interference effect in planning the SCs placement.

b) Heterogeneous Rate Requirements: Fig. 5(a) shows the
main and backup rate requirement for each TP. The rate require-
ments for the TPs in this heterogeneous case are different, and
the same number of SCs are needed to satisfy a smaller total rate
requirements (64 Versus 80 Mb/s) than that of the homogeneous
case. The results for the main topology in Fig. 5(b) show that
SC0 supports TP(0,1,2,3,4) , SC3 supports TP6, and SC5 supports
TP(5,7) . Fig. 5(c) shows a the backup plan when SC0 fails, only
backup SC2 is activated to support TP(0,1,2,3) , SC3 still supports
TP6, and SC5 is supporting TP(4,5,7) . Results in Fig. 5(d) show
the backup plan when SC3 fails, both backup SC(2,6) are acti-
vated where SC2 supports TP(0,1,2,3,4,5,7) and SC6 is supporting
TP6. Fig. 5(e) shows the backup plan when SC5 fails, also both
backup SC(2,6) are activated but SC2 supports TP(0,1,3,4,5,7) , BS

Fig. 6. Planning SC locations with fault tolerance for in-band model.
(a) Problem (main rates and backup rates in Mb/s). (b) Solution: The main
topology. (c) Solution: Backup topology when SC4 fails.

supports TP2, and SC3 still supports TP6. It is also noticed that
not all SCs from either the main or backup SCs are used in all
backup plans since part of the objective is to use the minimum
amount of SCs in any individual plan.

2) Scenario 2 (16 TPs):
a) Homogeneous Rate Requirements: In this scenario, the

number of TPs is increased to 16 TPs to show more insight
about the distribution of the network load in the network. The
case shown in Fig. 6(a) presents the locations and homogeneous
rate requirements for all TPs. Only two SCs are needed in this
scenario, Fig. 6(b) shows the main topology where TPs 0 to
7 are supported by the BS and TPs 8 to 15 are supported by
TP4. Once TP4 has failed, the backup topology activates SC3,
which supports the TPs 8 to 15 and the BS keeps supporting TPs
0 to 7.

The results show the capability of the BS to support the TPs
when their rate requirements decrease from 10 Mb/s in the first
scenario to 6.4 Mb/s in this scenario. The reason is that the
maximum link capacities are able to support the required rates
to the upper SCs without any relaying.

b) Heterogeneous Rate Requirements: Finally, the hetero-
geneous case of the 16 TPs, in which the TPs have different
rate requirements, as shown in Fig. 7(a). The main topology
shown in Fig. 7(b) requires two SCs to satisfy the TPs. SC0

supports TP(0,1,2,3,4,6,8,11,12) , and SC0 supports the rest of the
TPs. Fig. 7(c) and 7(d) show the backup solution in case of SC0
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Fig. 7. Planning SC locations with fault tolerance for in-band model.
(a) Problem (main rates and backup rates in Mb/s). (b) Solution: The main
topology. (c) Solution: Backup topology when SC0 fails. (d) Solution: Backup
topology when SC4 fails .

or SC4 failure, respectively. In case of SC4 failure, multihop
relaying occurs from SC0 to SC1 for 11.2 Mb/s to be relayed
to TP(0,2) . This result shows that for this scenario, although
the TPs total required rate is less than the homogeneous case
(96.4 Versus 102.4 Mb/s), the planning still needs more SCs to
serve the TPs. This increase in the number of the SCs is clearly
due to the heterogeneity in the rate requirements that causes
more interference and requires more relaying.

VII. CONCLUSION

In this paper, we considered the problem of planning the SC
locations in the WiMAX network in a fault-tolerant manner. To
the best of our knowledge, this is the first work that provides fault
tolerance in planning SC locations in WiMAX. We provided
a MILP that formulates the planning problem. The allocation
problem is studied in both the out-bound and in-bound relaying
modes. To address the nonlinearity in the problem formulation,
a mapping form nonlinear to linear formulation is performed.
The mapping utilized a binary conversion methodology and
traded the nonlinearity by an increase in the state space size of
the problem. We solved the problem with CPLEX and obtained
numerical results that show how our model produces the main
topology and the backup topologies of a network. Finally, we
considered the existence of obstacles in the planning field, such
as a large structure or a natural obstacle. We showed how our

model can deal with these obstacles and plan the network around
them effectively.
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